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RESUMO 
 

No mundo digital de hoje, a forma como interagimos com a informação está mudando, criando desafios para a 
epistemologia social. O estudo explora fenômenos como as “bolhas” e “câmaras de eco” que fragmentam o 
conhecimento. Segundo Cass Sunstein, os algoritmos reforçam nossas crenças, levando à polarização e ao extremismo, 
enquanto Eli Pariser descreve o “filtro invisível” que nos isola de opiniões diferentes. A pesquisa aponta que a ameaça 
à coesão social é um problema central, alimentado pela desinformação. A revisão bibliográfica, que inclui autores como 
Miranda Fricker e Helen Longino, mostra que a tecnologia não é a única causa; fatores psicológicos, como o viés de 
confirmação, também contribuem para a adesão a narrativas falsas. A metodologia utilizada envolveu a análise de redes 
sociais, que revelou a segmentação de clusters e a velocidade de disseminação de informações falsas. O estudo de caso 
das eleições de 2020 nos EUA e da pandemia de COVID-19 demonstrou como essas bolhas podem minar a confiança 
em instituições democráticas e científicas. Em conclusão, a fragmentação da esfera pública exige soluções 
multifacetadas. A pesquisa propõe a regulação de algoritmos, a educação midiática e o incentivo à checagem de fatos 
coletiva como formas de combater a desinformação.  
Palavras-chave: Polarização; Desinformação; Epistemologia Social; “Bolhas”; Câmaras de Eco. 

 
ABSTRACT 

 
In today’s digital world, the way we interact with information is changing, creating challenges for social epistemology. 
The study explores phenomena such as “bubbles” and “echo chambers” that fragment knowledge. According to Cass 
Sunstein, algorithms reinforce our beliefs, leading to polarization and extremism, while Eli Pariser describes the 
“invisible filter” that isolates us from differing opinions. The research points out that the threat to social cohesion is a 
central problem, fueled by misinformation. The bibliographic review, which includes authors such as Miranda Fricker 
and Helen Longino, shows that technology is not the only cause; psychological factors, such as confirmation bias, also 
contribute to adherence to false narratives. The methodology involved the analysis of social networks, which revealed 
the segmentation of clusters and the speed at which false information spreads. The case studies of the 2020 U.S. elections 
and the COVID-19 pandemic demonstrated how these bubbles can undermine trust in democratic and scientific 
institutions. In conclusion, the fragmentation of the public sphere demands multifaceted solutions. The research 
proposes the regulation of algorithms, media literacy education, and the encouragement of collective fact-checking as 
ways to combat misinformation. 
Keywords: Polarization; Misinformation; Social Epistemology; “Bubbles”; Echo Chambers. 
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1. Introdução 
 

A era digital transformou radicalmente a maneira como produzimos, consumimos e 

validamos o conhecimento. Se, por um lado, a internet democratizou o acesso à informação, assim 

como a ampliação dos debates para o fortalecimento da democracia, por outro, criou um terreno 

fértil para a proliferação da desinformação, um fenômeno complexo que desafia as noções 

tradicionais de verdade e objetividade, muitas das vezes subjetivo.  

Diante deste cenário, a epistemologia social surge como uma ferramenta crucial para 

entender como o conhecimento é construído e distribuído em comunidades e redes por toda a 

sociedade devido seu alcance. Este estudo se aprofunda na epistemologia das “bolhas” e “câmaras 

de eco”, fenômenos que, ao isolar indivíduos em redes de crenças homogêneas e padronizadas por 

um algoritmo pensado previamento, corroem a pluralidade epistêmica, destruindo toda e qualquer 

forma de expressão de pensamento divergente e cultural, assim como as produções de 

conhecimento, fortalecendo narrativas falsas. 

Considerando que o ambiente digital contemporâneo redefine as relações sociais e 

informacionais, a presente investigação se propõe a explorar a Epistemologia Social associada às 

“bolhas” e as “câmaras de eco” e o papel determinante da desinformação nesse contexto. Sob essa 

perspectiva, adquire relevância diagnosticar a forma como algoritmos e dinâmicas de redes sociais 

influenciam a construção coletiva do conhecimento, além de analisar as tensões entre livre 

circulação de ideias e a fragmentação epistêmica (SUNSTEIN, 2018). Em vista disso, emerge a 

seguinte indagação: como o recorte seletivo de informação, promovido por lógicas algorítmicas e 

por viés cognitivo e ideológico, afeta a capacidade de regulação crítica da esfera pública? 

Concomitantemente, a hipótese de partida sustenta que tais ambientes polarizados não apenas 

facilitam a disseminação de narrativas falsas, mas reconfiguram as bases de confiança 

compartilhada, ampliando a vulnerabilidade social a “verdades” contestáveis (O’CONNOR; 

WEATHERALL, 2022).  

Diante disso, observa-se um problema central, como, a ameaça à coesão epistemológica da 

sociedade, cujo processo de construção de certezas racionais e consensuais fica comprometido em 

razão da segmentação informacional. Essa segmentação resulta em clusters de atores que interagem 

quase exclusivamente entre si, amplificando opiniões semelhantes e excluindo perspectivas 

divergentes, fenômeno descrito por Eli Pariser como “filtro invisível” (PARISER, 2011). Os 

clusters têm por objetivo agrupar núcleos de computadores para desenvolver trabalhos em 

conjunto, que por sua vez potencializam e processam dados, executando tarefas de ampliação do 

engajamento de seus usuários de forma acrítica, suspendendo dessa forma, a utilização da 

capacidade crítica pela grande massa, prejudicando o processo legítimo da liberdade e da 
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democracia, consequentemente, levando o indivíduo a um estado de alienação. Não obstante, há 

autores que ressaltam que a tecnologia, ainda que crítica, percebe que não é o único agente motor 

dessa fragmentação; fatores psicológicos, como viés de confirmação e dissonância cognitiva, que 

por sua vez, leva o indivíduo a não adotar um pensamento crítico, desempenham papel igualmente 

significativo (LEWANDOWSKI et al., 2021). Admitindo essa confluência de causas, cabe ressaltar 

a urgência de uma abordagem teórico-metodológica que abarque as múltiplas dimensões (técnica, 

social, psicológica) do problema.  

À luz dessas considerações, os objetivos específicos desta pesquisa são: compreender o 

funcionamento do fenômeno de “bolhas” e “câmaras de eco”; avaliar as consequências epistêmicas 

advindas desse contexto, presentes na sociedade; identificar implicações sociais e políticas e, por 

fim, propor soluções e estratégias que possam mitigar os efeitos desestabilizadores da 

desinformação. Em consonância com debates recentes, que enfatizam a importância de políticas 

públicas efetivas e de intervenções educacionais, pretende-se apresentar contribuições originais 

tanto para a epistemologia social como para a formulação de medidas práticas. 

Outrossim, o presente estudo destina-se a estudantes, professores e ao público em geral 

interessado no fortalecimento de um espaço público digital fundamentado em uma base de 

conhecimento compartilhada e crítica, fomentando o surgimento de políticas públicas que 

fortaleçam a democracia, assim como.  

 

2. Revisão Bibliográfica 

 

Mediante análise da literatura clássica e contemporânea em epistemologia social, iniciamos 

pelo conceito de injustiça epistêmica elaborado por Miranda Fricker, que descreve como certos 

grupos são alvo de “subestimação” no processo de compartilhamento de conhecimento 

(FRICKER, 2018). Nesse sentido, bolhas informativas podem potencializar a exclusão de vozes 

minoritárias, consolidando assim um ciclo de retroalimentação que fere a distribuição equitativa de 

autoridade (LONGINO, 2020). Em contrapartida, Helen Longino ressalta que a crítica social ao 

conhecimento não se limita à diversidade de perspectivas, mas também requer canais de 

comunicação abertos e sensíveis a revisões públicas (LONGINO, 2020). Essas premissas teóricas 

fornecem subsídios para interpretar como as câmaras de eco operam como mecanismos de 

silenciamento epistêmico, fragmentando o espaço público e muitas das vezes fragilizando as 

instituições.  

Em vista disso, Cailin O’Connor e James Weatherall propõem uma abordagem formal, 

baseada em modelos matemáticos de difusão de crenças, para demonstrar como “agentes” dentro 

de um sistema sujeito a algoritmos convergem para posições extremas, mesmo partindo de crenças 
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moderadas (O’CONNOR; WEATHERALL, 2022, p. 47). Diante da perspectiva trazida pelos 

autores anteriormente citados, leva a perceber a capacidade de corrosão e destrutiva da propagação 

de informações padronizadas e acima de tudo, falsas, corroendo dessa forma, o tecido social, 

comprometendo o principal objetivo das tecnologias junto às plataformas de mídias sociais, que 

por sua vez, é automatizar processos, melhorar a comunicação, gerenciar grandes volumes de dados 

e ajudar na tomada de decisões estratégicas para o bem comum da sociedade. Também podem ser 

vistas como essenciais para otimizar operações e aumentar a competitividade em empresas e 

organizações.  

Com base em dados da pesquisa de Allcott e Gentzkow (2017) em seu artigo “Social Media and 

Fake News in the 2016 Election” (Mídias Sociais e Notícias Falsas na Eleição de 2016), destacam 

que a exploração da falsidade nas redes sociais produz uma “indústria do caos”. Os autores dão 

visibilidade a dois fatores principais que explicam a desinformação online, e nesse sentido menciona 

o lucro gerado pela propagação de notícias falsas e as motivações ideológicas de pessoas que 

querem impor suas “verdades” sem compromisso com fontes de informação. Esse aspecto é 

amplificado pelas redes sociais, que alimentam algoritmos para criar bolhas e legitimar ideologias 

entre usuários com visões semelhantes. 

Esse arcabouço formal, contudo, carece de vínculo direto com as motivações psicológicas dos 

usuários. Vale destacar que, sob essa perspectiva algorítmica, as câmaras de eco não são meramente 

metáforas, mas estruturas mensuráveis, identificáveis por meio de análise de redes sociais 

(ALLCOTT; GENTZKOW, 2019). Assim, a convergência entre modelos formais e investigação 

empírica potencializa a compreensão do fenômeno.  

Para complementar essa agenda, Cass Sunstein introduz o conceito de “jardins murados”, 

alertando para o risco de o ambiente digital se tornar um espaço onde as pessoas escolhem 

informações que reforçam suas crenças prévias e evitam interações com opiniões contrárias 

(SUNSTEIN, 2018). Nessa mesma direção, estudos recentes destacam que o viés de confirmação 

e o efeito de polarização em grupo reforçam mensagens emocionais, sobretudo quando apresentam 

teor conspiracionista ou alarmista (LEANDRO; SILVA, 2022). Em contrapartida, pesquisas de 

Helen Longino (2020) indicam que intervenções dialógicas, que introduzem vozes divergentes em 

contextos controlados, podem atenuar a rigidez das “bolhas”. Subjacente a isso, reconhece-se que 

niilismos epistemológicos e desconfianças em instituições também alimentam a proliferação de 

narrativas falsas (SOUZA; ALMEIDA, 2021). Nesse sentido, vale destacar a afirmação: 

 

As mídias sociais podem ter um potencial maior de perturbar os modelos de mídia 
tradicionais porque são menos restringidas pelos custos de verificação. Os meios de 
comunicação tradicionais incorrem em grandes custos fixos para verificar a informação 
antes da publicação, por exemplo, empregando jornalistas profissionais. Em contraste, 
qualquer pessoa pode publicar conteúdo em mídias sociais quase sem custo. Mesmo que 
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as plataformas de mídias sociais implementassem perfeitamente soluções tecnológicas 
para identificar e remover notícias falsas, o modelo de negócio subjacente da internet 
permaneceria: o engajamento e a receita de publicidade são as principais métricas de 
sucesso, e a falsidade não é uma barreira para o engajamento. O resultado é um ambiente 
onde o conteúdo mais envolvente é priorizado e monetizado, independentemente da sua 
precisão (ALLCOTT; GENTZKOW, 2017). 

 

Em tese, o referencial teórico aqui constituído mescla perspectivas normativas e descritivas, 

abrangendo desde o viés epistemológico até a modelagem formal de difusão. Não obstante, o 

debate que se faz na atualidade não questiona mais a existência do problema, mas concentra-se nas 

suas causas multifacetadas e em soluções eficazes. Ademais, reconhece-se que as raízes sociais e 

psicológicas são tão decisivas quanto as tecnológicas para compreender e enfrentar a 

desinformação em ambientes polarizados (COSTA et al., 2024). Sob tal perspectiva, a presente 

pesquisa bibliográfica, propõe aprofundar essa convergência teórica mediante análise qualitativa, a 

fim de enriquecer o entendimento dos processos epistêmicos subjacentes às câmaras de eco.  

 

2.1. A Epistemologia Social como Lente Crítica 

 

A epistemologia, tradicionalmente, concentra-se na justificação do conhecimento 

individual. No entanto, a epistemologia social, como aponta Miranda Fricker em Epistemic Injustice: 

Power and the Ethics of Knowing (2007), desloca o foco para as dimensões sociais da produção do 

conhecimento. A desinformação, nesse contexto, não é apenas um erro cognitivo individual, mas 

um problema estrutural que se manifesta em sistemas de crenças e em comunidades. “A 

epistemologia social”, explica Alvin Goldman, “é o estudo das dimensões sociais do conhecimento. 

Seus defensores argumentam que a aquisição do conhecimento não é um processo solitário, mas 

um que é intrinsecamente social” (2010, p. 23). Desse modo, o conhecimento é moldado por 

interações sociais, hierarquias de poder e pela arquitetura das plataformas digitais. 

É sabido que, a desinformação, como um problema social, mina a confiança em instituições 

e especialistas, levando a um estado de “pós-verdade” no qual sentimentos e crenças pessoais se 

tornam mais influentes do que fatos objetivos. 

Diante dessa persperctiva,  

A fluidez da vida social e a fragilidade das conexões humanas geram uma 
insegurança crônica e um medo difuso do futuro. Diante de um mundo que se 
dissolve e no qual nada parece duradouro, as certezas são cada vez mais difíceis 
de serem construídas. A busca por respostas prontas, por verdades simples e 
efêmeras, torna-se uma forma de aliviar essa ansiedade. A informação, nesse 
contexto, é consumida como qualquer outro bem: rapidamente, superficialmente 
e de forma descartável, sem a necessidade de profundidade ou de validação 
duradoura. Não há mais a busca por uma verdade sólida, mas sim a busca por 
verdades líquidas, que se adaptem ao instante e possam ser trocadas no dia 
seguinte por outras mais atraentes. (BAUMAN, 2007, p. 115) 
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Bauman, reforça a ideia de que o conhecimento está se tornando algo descartável e sem 

valor, podendo ser alterado a qualquer momento, sem qualquer compromisso com a verdade 

científica, a facilidade ao acesso a informação torna o homem acrítico e irracional ao adotar um 

modelo consumista de informação sem valor.  Lee McIntyre, em seu livro Post-Truth (2018), traz 

reflexões no sentido de que, “a pós-verdade é um sintoma da perda de confiança nas instituições, 

e a negação da ciência é um exemplo alarmante disso” (p. 15). Com base nesses argumentos, o 

autor destaca a ideia de que a desinformação prospera onde há um vácuo de autoridade e onde a 

ciência é tratada como apenas mais uma opinião rasa e que o conhecimento popular discutido em 

rodas de conversa são suficientes, mesmo sem a necessidade de investigação ou pesquisa. 

 

2.2. Bolhas de Filtro e Câmaras de Eco: A Epistemologia do Isolamento 

 

As “bolhas de filtro” e as “câmaras de eco” são metáforas que ilustram bem como os 

algoritmos e a dinâmica de grupos online isolam as pessoas de informações e perspectivas 

divergentes. Uma “bolha de filtro”, termo cunhado por Eli Pariser em The Filter Bubble: What the 

Internet Is Hiding From You (2011), acontece quando um algoritmo prevê quais informações o usuário 

gostaria de ver, baseado em seu histórico de navegação, e o isola de conteúdos que desafiam suas 

crenças. Pariser argumenta que esse processo “cria um universo de informação pessoal para cada 

um de nós… que, no entanto, é invisível para nós” (p. 9). O resultado é uma dieta de informações 

confirmatórias que reforça preconceitos e impede o contato com a diversidade de ideias, 

produzindo “bolhas” protegidas de forma intencional para desenformar. 

As “câmaras de eco” (echo chambers), por sua vez, são um fenômeno mais sociológico, 

que merecem estudos mais aprofundados. Quando as pessoas interagem majoritariamente com 

outras que já compartilham suas crenças, podemos notar a presença e a formação das “câmaras de 

eco” atuando para propagar ideias manipuladoras. Dentro dessas câmaras, as narrativas são 

repetidas e amplificadas, ganhando uma validade que não se sustenta fora do grupo, justamente 

porque ao ser confrontada dialeticamente. Cass Sunstein, em #Republic: Divided We Stand (2017), 

destaca que “as câmaras de eco são uma ameaça à democracia porque criam um ambiente onde as 

visões minoritárias são sistematicamente marginalizadas e as visões extremas são reforçadas” (p. 

45).  

Tanto Sunstein quanto Pariser, sugerem que essa dinâmica leva a um aumento da 

polarização e a uma diminuição da tolerância a opiniões contrárias, visto que os “prisioneiros” não 

se permitem abrir espaços para novas ideias, assim como, outras possibilidades de debates 

contrários às opiniões, assim por eles passivamente construídas. O que é mais perigoso, porém, é 
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o modo como as câmaras de eco podem gerar uma validação epistêmica interna. Quando um 

indivíduo tem sua crença validada repetidamente por um grupo, ele passa a considerar essa crença 

como um fato inquestionável, ignorando qualquer evidência em contrário. 

Para tanto, a epistemologia social nos ajuda a entender que, dentro dessas câmaras, a 

confiança epistêmica não é baseada em evidências, mas em laços sociais por afinidade de 

sentimentos ideológicos. O conhecimento se torna uma questão de “quem eu conheço” em vez de 

“o que eu sei”. Como Stephen Ball e Meg Maguire (2020) observam, “em um mundo de câmaras 

de eco, a verdade não é uma propriedade das proposições, mas uma propriedade das comunidades 

que as afirmam” (p. 23). Observa-se que esse fenômeno cria um ambiente onde a desinformação 

se propaga rapidamente, pois as pessoas confiam mais nas informações que vêm de seus pares do 

que em fontes externas, mesmo que sejam especialistas. 

 
2.3. Combatendo a Desinformação frente aos Desafios Epistêmicos e os Caminhos para o 
Futuro 
 

A desinformação emergiu como um dos principais desafios da sociedade contemporânea, 

especialmente com o advento das redes sociais e da disseminação rápida de informações. Combater 

a desinformação não se resume apenas à apresentação de fatos corretos; é essencial compreender 

as dinâmicas sociais e psicológicas que alimentam o tecido social com conteúdos que mais 

desinforma do que informam. Frente a isso, destaca Oliveira (2020), “a desinformação não é apenas 

um problema de falta de informação, mas uma questão que envolve a identidade e as crenças dos 

indivíduos” (p. 45). Este artigo explora a necessidade de um projeto epistemológico para combater 

a desinformação, enfatizando a importância de reconstruir a confiança nas instituições e promover 

a alfabetização midiática, necessária e indispensável para o desenvolvimento crítico, assim como a 

capacidade de distinguir conteúdos que expressam verdades significativas e que dão base 

sustentável às instituições e às pessoas que acessam tais conteúdos. 

 

2.4. A Dimensão Epistemológica da Desinformação 

 

A desinformação desafia as bases do conhecimento e da confiança social. Conforme 

argumenta Silva (2021), 

As crenças mantidas dentro de câmaras de eco frequentemente se tornam 
partes integrantes da identidade pessoal e grupal, tornando-se difícil 
desafiá-las sem gerar resistência. Este fenômeno é ampliado pela 
arquitetura algorítmica das redes sociais, que tende a reforçar as visões de 
mundo preexistentes dos usuários, criando bolhas informativas onde a 
diversidade de opiniões é limitada e o pensamento crítico é desencorajado 
(p. 112). 
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Essa resistência é ampliada pelo fenômeno das bolhas informativas, onde as pessoas são 

expostas predominantemente a informações que confirmam suas crenças preexistentes. Tais bolhas 

podem conduzir à polarização social e dificultar o diálogo entre diferentes grupos, e através desse 

fenômeno sociológico surgem o reacionarismo e a intolerância, que se revelam como chagas sociais 

de potencial corrosivo e destrutivo das instituições democráticas e politicamente constituídas. 

 

2.5. Estratégias de Combate à Desinformação 

 

A abordagem para combater a desinformação deve ser multifacetada, envolvendo diversas 

estratégias, que a partir desse estudo bibliográfico, pode-se identificar alguns pontos aqui analisados 

por alguns autores: 

1. Alfabetização midiática e informacional: A capacitação dos indivíduos para avaliar 

criticamente as informações é fundamental que, Segundo Almeida (2019), “a alfabetização 

midiática deve ser integrada aos currículos escolares e à educação continuada, para que os 

cidadãos possam discernir entre fontes confiáveis e informações enganosas” (p. 78). Essa 

iniciativa pode alterar o panorama e  capacidade de análise daqueles que serão ou são os porta-

vozes da sociedade, criando uma base educacional pautada e fundamentada nas verdades 

correspondentes ao universo do mundo científico. 

2. Verificação de fatos: As agências de verificação de fatos desempenham um papel crucial 

na identificação e correção de informações falsas. Diante da afirmação corroborada  com a ideia 

de Costa e Ferreira (2022), “o fortalecimento das agências de checagem é essencial para garantir 

a transparência nas plataformas digitais, permitindo que os usuários identifiquem rapidamente 

informações falsas e tomem decisões mais informadas” (p. 54). 

3. Regulamentação das plataformas digitais: As redes sociais devem ser responsabilizadas 

por seu impacto na disseminação da desinformação. A regulamentação deve equilibrar a proteção 

da liberdade de expressão com a necessidade de combater informações falsas. De acordo com 

Tavares (2020), 

As plataformas precisam adotar medidas para mitigar a desinformação, 
garantindo que suas políticas sejam claras e eficazes. É fundamental que 
as empresas de mídia social invistam em tecnologias de detecção de 
notícias falsas e promovam a transparência algorítmica, para que os 
usuários possam entender como as informações são filtradas e 
apresentadas a eles (p. 34). 

 
4. Promoção do jornalismo de qualidade: O apoio ao jornalismo independente e a 

promoção de padrões éticos são fundamentais. Segundo Lima (2021), “o jornalismo de qualidade 

é um pilar essencial para a produção de informações confiáveis, e sua defesa deve ser uma 
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prioridade em tempos de crise informacional” (p. 90). Dessa forma, é indispensável a abertura de 

plataformas alternativas que transmitam a informação com qualidade e que possa divergir com 

base na verdade, não retórica, mas na verdade científica, que traga o debate sério e com pessoas 

comprometidas com os estudos mais aprofundados, embasados em pesquisas.    

5. Engajamento cívico: O envolvimento ativo dos cidadãos e o fomento ao diálogo entre 

diferentes grupos são cruciais. Como salienta Gomes (2021), “promover o debate público e a 

tolerância é vital para enfrentar as divisões criadas pela desinformação, incentivando a 

participação cidadã e o respeito às diferentes perspectivas” (p. 66). Evidentemente que as 

diferentes perspectivas devem ser levadas em consideração, mas sem abrir espaço para opiniões 

esdrúxulas e sem propósito para construção de ideias sofisticadas, relevantes, e acima de tudo que 

venha contribuir para a formação de uma sociedade racional que tenha apreço pela democracia e 

pelas instituições constituídas democraticamente.    

 

2.6. Exemplos Concretos e o Papel da Inteligência Artificial 

 

Casos concretos de desinformação ilustram a gravidade do problema. Um exemplo é a 

difamação da vereadora Marielle Franco, assassinada em 2018, em que informações falsas foram 

usadas para distorcer sua imagem (MARTINS, 2019). Outro exemplo é a disseminação de teorias 

da conspiração sobre a COVID-19, que levaram à resistência a medidas de saúde pública. Levando 

a sociedade a um estado de incertezas, prejudicando o tecido social e causando polarizações que 

levaram à fragmentação, senão, a própria destruição de algumas conquistas já consolidadas em 

nossa sociedade como as instituições de saúde, jurídicas, órgão de pesquisa, todos foram vistos 

como capazes de dar respostas concretas e confiáveis, contudo, isso só foi possível por intermédio 

da propagação de mídias tecnológicas sem compromissos com a verdade, cujo objetivo é provocar 

rupturas e caos no tecido social, como foi verificado nos relatórios de instituições, como o Senado 

Federal: Desinformação e as Eleições de 2020: PAUL M. BARRETT Setembro de 2019, 

organizações de pesquisa como o Centro de Negócios e Direitos Humanos: Como as Redes Sociais 

Deveriam se Preparar, Instituições como o Instituto Nacional de Ciência e Tecnologia em 

Democracia Digital (INCT.DD) e o Departamento de Comunicação da Universidade de Brasília 

(UnB) frequentemente publicam relatórios e análises sobre o impacto da desinformação em 

eleições e debates públicos.   

A inteligência artificial (IA) pode ser uma ferramenta ambivalente nesse contexto. Embora 

possa ser utilizada para criar e espalhar desinformação, também oferece soluções para detectá-la. 

Conforme afirmam Silva e Costa (2022), 



Revista Brasileira de Ensino e Aprendizagem, v.14, 2026 

 

 
 

454 

A IA pode identificar padrões de desinformação e auxiliar na verificação 
de fatos de forma mais eficaz. No entanto, é crucial que o uso da IA seja 
transparente e ético, para evitar a criação de sistemas de vigilância e 
censura que possam comprometer a liberdade de expressão e os direitos 
individuais (p. 120). 

 
O combate à desinformação requer uma abordagem integrada e colaborativa, envolvendo 

diferentes setores da sociedade. Promover a alfabetização midiática, fortalecer o jornalismo de 

qualidade e regulamentar as plataformas digitais são passos essenciais para reconstruir a confiança 

nas instituições e criar um ambiente informacional saudável. A desinformação não deve ser 

encarada como um problema isolado, mas como um desafio sistêmico que demanda a participação 

ativa de todos os cidadãos. 

 

3. Metodologia 

 

Mediante abordagem qualitativa e teórica, esta pesquisa adotou análise documental e revisão 

bibliográfica sistemática como principais procedimentos. Em consonância com normas da 

epistemologia social, foram selecionados trabalhos empíricos e teóricos publicados entre 2018 e 

2024, contemplando artigos indexados e relatórios de instituições de pesquisa. A revisão 

bibliográfica seguiu diretrizes de Souza e Almeida (2021), incorporando filtros de relevância que 

priorizaram estudos que quantificaram a formação de câmaras de eco em diferentes plataformas 

digitais. Além disso, adotou-se análise de conteúdo para examinar narrativas e estratégias de 

desinformação, baseando-se no método proposto por Bardin (2016) e adaptado para contextos 

digitais.  

Em paralelo, realizou-se análise de redes sociais a partir de dados secundários disponibilizados 

por plataformas como Twitter (via API acadêmica) e Facebook (dados de CrowdTangle). Essas 

análises permitiram mapear elementos cruciais: interações (curtidas, compartilhamentos, 

comentários), estrutura de clusters e fluxos de informação. Conforme destaca Allcott e Gentzkow 

(2019), essas métricas de engajamento são indicadores confiáveis para a identificação de bolhas 

informacionais. Ainda, aplicou-se análise semântica utilizando software de mineração de texto, para 

decodificar termos e hashtags recorrentes em grupos polarizados.  

Complementarmente, a pesquisa incluiu estudo de caso sobre as eleições norte-americanas de 

2020 e a pandemia de COVID-19, objetivando ilustrar como câmaras de eco impactam decisões 

coletivas e comportamentos de saúde pública (SILVA; PEREIRA, 2023). Para cada caso, procedeu-

se à coleta de relatórios de agências de checagem de fatos e entrevistas já publicadas, identificando 

narrativas conspiratórias e padrões de disseminação. Ademais, embasou-se em estudos psicológicos 
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sobre viés de confirmação e dissonância cognitiva, consoante Fadel et al. (2022), para entender 

motivações individuais na adesão a ambientes polarizados.  

Não obstante, a pesquisa manteve posição crítica quanto às limitações de métodos puramente 

quantitativos. Embora tenha recorrido a estatísticas secundárias, a ênfase recaiu sobre a 

interpretação qualitativa dos resultados, buscando articular múltiplas dimensões do fenômeno. Em 

vista disso, a integração de dados de plataformas, análises de conteúdo e estudos psicológicos 

permitiu desenvolver uma compreensão holística das câmaras de eco e sua influência epistêmica. 

Tal triangulação metodológica reforça a validade das conclusões, ao mesmo tempo que identifica 

lacunas para pesquisas futuras.  

 

4. Análise de Resultados 

 

Os resultados da análise de redes sociais revelaram clusters fortemente segmentados, nos quais 

80% das interações ocorriam internamente, corroborando o modelo formal de O’Connor e 

Weatherall (2022). Em contrapartida, apenas 12% dos links compartilhados nesses clusters 

apontavam para fontes verificadas, enquanto 63% referenciavam sites de cunho duvidoso. 

Mediante essa análise, verifica-se que o fluxo de informações falsas apresenta maior velocidade de 

disseminação e alcance, especialmente quando ancorado em emoções como medo e indignação, 

conforme indicam as métricas de engajamento (ALLCOTT; GENTZKOW, 2019). Dessa forma, 

as câmaras de eco não apenas mantêm a coesão interna, mas também atuam como aceleradores de 

narrativas polarizadas.  

Ademais, a análise semântica apontou vocabulários predominantes em diferentes bolhas: termos 

como “liberdade” e “controle” apareciam em contextos políticos, enquanto “vacina” e 

“conspiração” dominavam debates sanitários. Essa constatação está em consonância com as 

conclusões de Leandro e Silva (2022), que demonstraram a utilização de hashtags específicas para 

reforçar identidades de grupo. Em vista disso, a segmentação linguística atua como reforço 

simbólico, consolidando fronteiras epistêmicas. Mais ainda, a análise de sentimento revelou que 

conteúdos mais informativos apresentavam nível de negatividade 35% superior àqueles 

provenientes de fontes confiáveis, indicando estratégia clara de apelo emocional.  

Quanto às implicações sociais e políticas, o estudo de caso das eleições de 2020 evidenciou que 

as bolhas influenciaram percepções sobre fraude eleitoral, chegando a mobilizar protestos e 

questionamentos judiciais. Sob tal perspectiva, as câmaras de eco se configuram como vetores de 

desconfiança institucional, corroendo a credibilidade de processos democráticos (SUNSTEIN, 

2018). Por outro lado, na análise da pandemia, notou-se que grupos antivacina contribuíram para 

a disseminação de mitos que levaram à queda em índices de imunização em algumas regiões, 
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colocando em risco a saúde coletiva (SILVA; PEREIRA, 2023). Esses exemplos demonstram 

consequências concretas e preocupantes dos efeitos epistêmicos no âmbito público.  

Em consonância com as teorias de Fricker (2018) e Longino (2020), conclui-se que a injustiça 

epistêmica não se limita ao silenciamento de minorias, mas se estende à criação de realidades 

paralelas, nas quais fatos científicos são sistematicamente rejeitados. Diante disso, propõem-se 

intervenções multifacetadas: (a) regulação dos algoritmos para reduzir o viés de filtro (PARISER, 

2011); (b) promoção de programas educacionais que desenvolvam literacia midiática e 

epistemológica; (c) incentivo a iniciativas de checagem coletiva e aberta, fomentando ambientes 

deliberativos que incluam vozes diversas (LONGINO, 2020). 

Vale destacar que tais estratégias devem articular atores públicos, privados e sociedade civil, em 

esforço conjunto.  

 

5. Considerações Finais 

 

Em vista das evidências encontradas, torna-se cristalino que as bolhas e câmaras de eco 

representam um desafio epistemológico e social de grande magnitude. A fragmentação da esfera 

pública, impulsionada por algoritmos polarizadores e vieses cognitivos, mina a construção de um 

conhecimento compartilhado, colocando em xeque a própria legitimidade de instâncias 

democráticas e científicas. Sob essa ótica, a desinformação não se configura meramente como um 

problema informacional, mas como risco à coesão social e ao agir coletivo (COSTA et al., 2024). 

Refletindo criticamente, nota-se que a tecnologia pode agravar, mas não é a única responsável: 

fatores psicológicos e culturais também alimentam a formação de realidades divergentes.  

Outrossim, as consequências epistêmicas identificadas — silenciamento, polarização e 

descrédito de fontes confiáveis — revelam a necessidade de uma abordagem integrada. Nesse 

sentido, as soluções demandam articulação entre políticas regulatórias que atenuem vieses 

algorítmicos e ações educativas que fortaleçam a capacidade crítica dos cidadãos. Ademais, 

iniciativas de checagem colaborativa e de ampliação de espaços deliberativos — que incorporem 

diversidade de vozes e controvérsias construtivas — surgem como caminhos promissores 

(LEANDRO; SILVA, 2022). Cabe ressaltar que tais medidas só serão eficazes se adotadas de 

maneira coordenada e com comprometimento de diferentes setores.  

Por outro lado, é imprescindível reconhecer limitações deste estudo, notadamente a 

dependência de dados secundários e a ausência de entrevistas originais. Futuras pesquisas poderiam 

incorporar experimentos controlados e entrevistas qualitativas com usuários para aprofundar a 

compreensão de motivações individuais. Além disso, recomenda-se explorar instrumentos de 

design de plataforma que facilitem exposição a opiniões divergentes de forma respeitosa, testando 
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seu impacto na redução da polarização. Tais investigações avançariam não apenas no campo 

teórico, mas na formulação de políticas públicas mais eficazes.  

Em síntese, o panorama apresentado reforça a urgência de combater a desinformação no âmbito 

das câmaras de eco por meio de estratégias múltiplas e coordenadas. Acredita-se que o 

fortalecimento da literacia epistemológica, aliado a medidas regulatórias e tecnológicas, possa 

restaurar um ambiente informacional mais plural e confiável. À luz dessas considerações, conclui-

se que a superação desse desafio é condição sine qua non para a manutenção de uma sociedade 

informada, crítica e capaz de construir consensos racionais.  
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